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ABSTRACT  
Coverage of artificial intelligence and algorithms has been largely 
examined by scholars studying countries in the Global North 
that have historically supported conditions for critical journalism 
and watchdog journalistic role performances. However, it is 
unclear if the findings from such work would be applicable to 
authoritarian contexts that do not share those conditions. This 
study addresses this gap through a textual analysis of 23 
journalistic investigations of AI and algorithmic systems published 
in Chinese news media between 2019 and 2023. We found that 
Chinese journalists were critical of multiple aspects of algorithmic 
systems and called for urgent AI governance at the nation-state 
level. Despite the technical nature of the issue, those journalists 
overwhelmingly employed traditional reporting techniques to 
uncover political and economic intersections—namely those 
resulting from the rise of tech companies and the algorithms they 
implement. Chinese journalists simultaneously performed the 
roles of being watchdogs and loyal facilitators by highlighting 
the risks posed by private platforms and their algorithms while 
casting the state as a protector and responsible steward of 
technological development. The study thus highlights the intricate 
roles necessary to perform critical journalism in authoritarian 
contexts, and the possibilities that the case of AI permits.
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Introduction

Artificial Intelligence (AI) is becoming an increasingly salient part of everyday life. We see it 
used today in social domains ranging from criminal justice (Shi 2022) to education 
(Ouyang and Jiao 2021) to healthcare (Ruckenstein and Schüll 2017). However, AI is 
more than a material technological artifact. Its power also comes from how it is imagined 
by different stakeholders and how it is put to use by people and institutions (Bucher 
2018). The combination of mythology and deployment grants AI-infused systems 
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significant structuring power, not only in their ability to make potentially life-changing 
decisions at scale but also in their ability to have such decisions be accepted as legitimate 
by sizable segments of society (Just and Latzer 2017). Because they carry such power, it is 
crucial that the public is informed about who creates such systems, how those systems 
are put to use, what effect those systems have, and why those systems are or are not 
fair (Diakopoulos 2015).

The watchdog role and accountability functions that journalists can perform are impor-
tant for keeping algorithmic systems in check and helping the public make sense of them 
(Diakopoulos 2019). How journalists go about doing that work can be conceptualized 
through the lens of journalistic role performance or the enactment of professional 
values and ideals by journalists within the bounds of a set of constraints (Mellado 
2015; Mellado, Hellmueller, and Donsbach 2017). For example, journalists may be 
driven (and operate within an environment that enables them) to serve as a watchdog 
on such power and to interrogate those systems. Conversely, they may feel compelled 
(whether by their professional ideals or the lack of journalistic autonomy, or a combi-
nation thereof) to report in ways that advance the interests of institutional stakeholders.

AI also offers a particularly interesting case to study because it involves the intersection 
of strategic national interests, private enterprise, and mediated constructions of socio-
technical systems (Bucher 2017; Schellewald 2022). It further offers journalists the oppor-
tunity to subvert certain structural constraints imposed upon them by having them call 
attention to inequalities and questions of fairness through critiques of the algorithms 
that reflect institutional logics, rather than critiquing the institutions themselves. Such 
reporting may manifest itself through what has been termed critical journalism (Tong 
2019), and in particular through an approach called algorithmic accountability reporting 
(Diakopoulos 2015; 2019) that aims to shed light on the so-called “black boxes” that 
characterize many algorithmic systems, often by adopting more technical methods.

While scholars have examined news coverage of artificial intelligence and algorithms 
(Cools, Van Gorp, and Opgenhaffen 2022; Köstler and Ossewaarde 2022), such work has 
focused on countries in the Global North that have historically supported conditions 
for critical journalism and have been guided by value systems that align with so-called 
watchdog journalism. However, it is unclear if the findings from such work would be 
applicable to authoritarian contexts like that of China, which is near the forefront of AI 
development but is highly distinct in terms of its media system (Hallin and Mancini 
2011), journalistic culture (Mellado et al. 2017), and, potentially, its construction of AI as 
an algorithmic imaginary (Zeng, Chan, and Schäfer 2022).

This study addresses this gap and contributes to “de-Westernizing” our discipline 
(Waisbord and Mellado 2014) through a textual analysis of news coverage of AI and algor-
ithms by Chinese news media. By qualitatively examining a set of 23 journalistic investi-
gations of AI and algorithms that were highly read in Chinese social media between 2019 
and 2023, this study sheds light on how algorithmic accountability reporting is conducted 
in China and which journalistic roles are performed in Chinese journalists’ investigation of 
the use of AI and algorithms in China. We contribute to the literature by highlighting how 
particular cases—such as that of AI—allow journalists working in authoritarian contexts to 
sidestep some environmental constraints and simultaneously perform their expected 
facilitative roles as well as more critical roles typically associated with liberal democratic 
systems.
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Literature Review

Depictions of AI and Critical Journalism in China

A number of recent studies have examined how AI and algorithmic systems are depicted 
by news media. These studies are premised on two important notions. First, those objects 
are not just material technological artifacts; they become socially constructed through 
meaning-making processes that are, in part, mediated by journalists. These processes con-
struct algorithmic imaginaries, or “the way[s] in which people imagine, perceive and 
experience algorithms” (Bucher 2017). Second, journalists’ understandings of AI and algo-
rithmic systems are themselves shaped by the imaginaries they help shape. This fosters a 
cycle of mutual shaping and reification that frequently intersects with political and econ-
omic forces (Bareis and Katzenbach 2022; Jasanoff and Kim 2009).

These studies have made important contributions to the literature. For example, Cools, 
Van Gorp, and Opgenhaffen (2022) found that U.S. journalistic coverage of AI has become 
more optimistic over time. They also found that a more utopian picture was painted in 
topics related to work, health, and sports, with more dystopian depictions in topics 
related to politics. Köstler and Ossewaarde (2022) found that German outlets mediated 
the sociotechnical visions of AI by endorsing the German government’s framing of AI’s 
economic potential. However, German media also frequently called for alternatives to 
challenge established power structures and to consider different political designs.

It is notable that these studies focus on depictions of AI in liberal democracies within 
the Global North, where journalism is expected to “speak truth to power.” That approach 
to journalism, which centers on the critique of elites and institutional failures, has been 
termed critical journalism (Tong 2019). However, while critical journalism may appear 
natural and desirable in liberal democracies, it is often impossible to practice under the 
tightly controlled media systems found under authoritarian regimes.

The context of China illustrates the evolution of these constraints and how journalists 
navigate them. Since the Chinese economic reform that began in the late 1970s, 
Chinese media have undergone decades of commercialization, conglomeration, and 
convergence (Meng 2018; Stockmann 2013). This has resulted in a dual press system 
of official media and commercial media (Meng 2018), though some scholars also 
observe an in-between category of semi-official outlets (Stockmann 2013). Notably, 
the media marketization forces initiated in the 1980s and accelerated in the 1990s 
created conditions to support the propagation of critical journalism (Tong 2019). 
However, hardline media policies enacted over the past two decades under the 
regime of Xi Jinping and the parallel tightening of the grip on state-sanctioned ideology 
have once more made it difficult to practice critical journalism (Hu 2023; Svensson 
2017). Journalists who wish to do so thus risk being sanctioned or must find “side 
doors” for conveying critiques.

Scholars have found that the discourse around AI in China is often dominated by state 
and industry actors who boost AI’s positive economical and political potential (Zeng, 
Chan, and Schäfer 2022). The less-salient critical discourses are driven by cultural elites 
on social media rather than journalists, and those discussions are frequently informed 
by Western sources and shaped through international deliberations (Mao and Shi- 
Kupfer 2023). However, there are few examinations of journalistic depictions of AI in 
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China and none that examine the application of critical journalism to that case. We thus 
ask the following research question: 

RQ1: What critiques of AI and algorithmic systems did Chinese journalists offer in their inves-
tigations of those objects?

Algorithmic Accountability Reporting

One way to enact critical journalism within the context of AI is to engage in what Diako-
poulos (2019, 207) has called algorithmic accountability reporting, or journalistic work that 
aims to provide “descriptions, explanations, and sometimes even justifications for the 
behavior of decision-making algorithms, particularly in cases where there was a fault or 
error.” Diakopoulos (2019) points to three main techniques for practicing this kind of 
reporting. The first involves directly inspecting the material (i.e., technical) aspects of 
the algorithm(s). This is difficult both because such algorithms are almost always proprie-
tary and highly guarded, and because such an analysis would require a level of technical 
expertise that journalists rarely have. The second focuses on interviewing individuals 
closely associated with the development of said algorithm(s) (e.g., software engineers), 
who can shed light on some of those “black-boxed” components and logics. This is simi-
larly difficult because such individuals may be reluctant to speak about such proprietary 
work or be bound by non-disclosure agreements. The third option is to attempt to reverse 
engineer aspects of an algorithm or system by simulating inputs or contrasting results in 
order to identify the inputs that algorithms are most sensitive to or the logics they apply.

Diakopoulos (2019) also identifies four common types of stories related to algorithmic 
accountability reporting: uncovering discrimination and unfairness; identifying inaccurate 
predictions and classifications; explaining violations of laws or social norms; and highlight-
ing human misuse of algorithms. Building on these “algorithmic watchdogs,” Napoli (2021, 
378) discusses the parallel emergence of a “platform beat” that “is more narrowly focused 
on the use and operation of the digital platforms that play an increasingly central role in the 
dissemination or curation of news and information,” among other aspects of social life. 
Schwinges et al. (2023) similarly found that US and German news outlets served as critical 
but passive observers over “Big Tech,” characterizing them as “a tame yet increasingly 
growling watchdog” (13). As many scholars have observed, given the extensive role that 
algorithms and platform companies play in everyday social life—and the growing salience 
of AI in particular—it is crucial to interrogate them using both traditional techniques as well 
as those associated with algorithmic accountability. Collectively, these techniques not only 
draw attention to the power of algorithms and their less apparent features but can also 
provide accessible explanations of their inner workings and the stakeholders who stand 
to gain and lose from their applications. Thus, our second research question asks: 

RQ2: Which techniques associated with algorithmic accountability reporting are featured in 
Chinese journalists’ investigations of AI and algorithmic systems?

Journalistic Role Performance

Over decades, journalism scholars have developed a robust body of literature examining 
the development of professional values and norms, and how those systems translate into 
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(or diverge from) actual practice. Journalistic role performance offers a particularly helpful 
theoretical tool for examining that process and empirically tracing the value-laden charac-
teristics of journalistic outputs (Mellado 2015). Journalistic role performance has been 
defined as “the collective outcome of concrete newsroom decisions and the style of jour-
nalistic reporting, considering different constraints that influence and enable journalism 
as a professional practice” (Mellado et al. 2017, 5). As such, role performances focus on 
what journalists do, which is often different from what they say they do and the values 
they report holding (Mellado and Van Dalen 2014).

The role performance framework proposed by Mellado (2015) includes six distinct roles 
situated within three conceptual domains:

Within the domain of journalistic voice, the presence of an active voice—characterized 
by the use of first-person voice, charged adjectives, the taking of sides, and presentation 
of resolutions—signifies an interventionist role wherein journalists advocate for specific 
causes or groups (Kijratanakoson 2023). Conversely, the absence of a journalistic voice 
reflects a more detached and non-interventionist (or neutral disseminator) role, aiming 
to maintain objectivity in a potentially volatile cultural context.

The power relations dimension—which is of particular interest to this study—focuses 
on the relationship between journalists and those in power, and serves as the parent to 
two additional roles. The watchdog role involves holding power accountable by question-
ing institutional actors and giving voice to contrasting ones, drawing attention to insti-
tutional failures and malfeasance, and scrutinizing processes that impact the public. 
The loyal-facilitator role highlights the perspectives of those in power, promotes national 
and regional policies and the progress being made toward them, and protects the images 
of institutional actors. This role is especially prominent in contexts—which include many 
Asian countries—where the state intervenes directly and/or indirectly within media indus-
tries, such as by owning large media companies or imposing strict media laws (Mellado 
et al. 2017). It is also important to note that although these two roles are frequently 
described as oppositional, they are independent and can coexist (Humanes et al. 
2021)—as evidenced by the context of Singapore, which offers relatively little freedom 
of the press (Tandoc and Duffy 2016; Wu 2022).

The audience approach dimension pertains to how journalists view their audience. It 
serves as the umbrella for the three remaining roles. The civic role encourages and pro-
vides information to support citizen participation in public life, educates citizens about 
their duties and rights, and platforms their questions and demands. The service role pro-
vides information, knowledge, and advice about goods, services, and opportunities appli-
cable to news audiences’ daily lives. The infotainment role aims to make news more 
entertaining by utilizing narratives, emotion-laden elements, and personalization, and 
may involve emphasizing topics more closely associated with audiences’ private lives 
and leisure activities.

These dimensions of role performance are not just reflections of how journalists enact 
their values. They are also interconnected with different stakeholders’ expectations of the 
institution of journalism and the constraints imposed by various political, economic, and 
cultural structures (Mellado et al. 2017; Mellado, Hellmueller, and Donsbach 2017). More-
over, the roles are not mutually exclusive in theory or in practice, meaning that multiple 
roles may be performed simultaneously by an actor or in the construction of a particular 
news story (Humanes et al. 2021). While earlier research found that Chinese journalists 
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generally adhered to a loyal-facilitator role (Pan et al. 2001), recent studies have painted a 
more complex picture characterized by negotiations over power enacted via delicate 
dances that intersect with state, market, technological, and audience forces (Meng 
2018; Ren and Dan 2022).

These intersections are evident in the case of AI, which is regarded as a crucial com-
ponent within China’s national strategic plan. China aims to become a global AI super-
power by 2030 (Chinese State Council 2017) and is keen on taking the lead in setting 
the norms in the nascent global AI governance regimes (Cheng and Zeng 2022; Veale, 
Matus, and Gorwa 2023). Accomplishing this involves negotiation and coordination 
among multiple stakeholders (Zeng 2022), including state officials, journalistic actors, soft-
ware developers, platform companies, and the Chinese public. As is the case elsewhere, 
algorithmic systems developed by state and market actors are frequently touted as “tech-
nological fixes” to many social problems (Bareis and Katzenbach 2022). This leads us to 
our final research question: 

RQ3: Which journalistic role performances are emphasized in Chinese journalists’ investi-
gations of AI and algorithmic systems?

Method

We conducted a qualitative textual analysis of Chinese-language news articles written by 
Chinese journalists that investigate algorithms and AI to identify evidence of critical journal-
ism and algorithmic accountability reporting techniques while assessing “how different 
dimensions of professional roles materialize in journalistic outputs” (Mellado 2015, 610). 
Our dataset consisted of 23 Chinese news articles that were classified as journalistic inves-
tigations by two of the authors—who are native Chinese speakers—and were published on 
WeChat between January 2019 and May 2023 (see Table 1). Press releases, official state-
ments, non-investigative news reports, translations, and items that did not substantially 
engage with AI or algorithmic systems more broadly were excluded. We sampled the articles 
from WeChat because it has become the most important channel for Chinese people to 
receive, discuss, and share news (Xu 2022), with its technological affordances aimed at facil-
itating the increasingly mobile social media news use in China (Peng and Miller 2023).

We gathered the data through a combination of search queries and snowball sampling 
within the WeChat ecosystem. First, we selected the “article” column in the Sogou-WeChat 
web search engine and queried “algorithm(s)” and “AI” in Chinese. This yielded over 45,000 
results that were sorted by an algorithm that weighed factors like relevance, publication 
date, and popularity. Although the search engine did not offer a filter for news articles, 
we noticed that several impactful journalistic pieces were ranked high in the search 
results. We therefore selected 11 investigations that matched our sampling criteria by 
going through the first 30 pages of the search results, and then used the media accounts 
that published those articles as seed accounts for locating other items that matched our 
criteria. Those 12 additional investigations were sometimes original works by the seed 
accounts and sometimes reposts of works from other media outlets, which the seed 
amplified.

These investigations were all published by media outlets that branded themselves as 
either general news outlets or specialists in the finance and technology industries. About 
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half of the articles were published by traditional outlets that established their reputations 
before the digital era. The other half was produced by emerging new media outlets that 
are “native” to the social media environment. We did not restrict the publication dates— 
and the sample therefore includes some older stories—as we sought to represent what 
WeChat was highlighting to users at the time of the study.

We then qualitatively analyzed each investigation, focusing on the way(s) in which 
technologies, institutional actors, national policies, and consequences were described, 
evaluated, and topically situated. We also looked for evidence of particular reporting 
techniques, both within and outside of the text (e.g., methodological notes). Finally, 
we were particularly sensitive to references—implicit and explicit—to structuring 
forces identified in the scholarly literature, such as China’s non-democratic media 
system, its focus on AI as a strategic national objective, and the growing influence of 
platform giants.

Table 1. List of news stories in the sample.

# Title Media Author
Pub. 
Year

1 The algorithm only tells you who is popular and who 
is not, but have you ever thought about why he/ 
she is popular?

Sanlian Lifeweek Yang Lu 2019

2 985 dating, graduates of prestigious schools use 
algorithms to “calculate” each other

Vista View Wu Duidui 2019

3 Delivery workers, trapped in the system People Lai Youxuan 2020
4 Feeling like you’re being “spied on” by an app? How 

algorithms produce bias
Sanlian Lifeweek Chen Lu 2020

5 Young people are becoming “anti-algorithmic” Deep Burn Wang Min 2021
6 I slept with an AI robot in an era of low desire Deep Burn Ah Kui 2021
7 When a PhD from Peking University becomes a 

delivery worker
Extreme Day 

Studio
Li Xiaofang 2021

8 My boss is non-human Finance and 
Economics E 
Law

Liu Chang 2021

9 What do strangers linked together by algorithms find 
in each other?

Guokr vicko238; Edan 2021

10 How algorithms harvest users like leeks: ride-hailing 
platforms play big data “kill ripe” version 2.0

Half Moon Talk Zhou Rui; Wu Zhendong; 
Lan Tianming

2021

11 The algorithm trap: What makes fans “crazy”? Sanlian Lifeweek Chen Lu 2021
12 Young people fighting against algorithms Truman Story Xiao Yao 2021
13 The algorithm is addictive, and it is even more 

difficult to get rid of the big tech
AI Financial News Zeng Guang; Xue Yongwei 2022

14 Big tech’s algorithmic colonization Blue Letter Project Wuyan; Wuyu 2022
15 Chinese county workers training artificial intelligence Blue Letter Project Lin Shi 2023
16 How many programmers will ChatGPT replace? Deep Burn Zou Shuai 2023
17 AI is really about to make me unemployed Deep Burn Zou Shuai; Li Qiuhan; Wang 

Min; Tang Yahua; Wang 
Lu

2023

18 The workers behind ChatGPT, earning 3,000 RMB a 
month

Deep Burn Xu Qianying 2023

19 22 days of close contact with ChatGPT Extreme Day 
Studio

Jiang Wanru 2023

20 Falling in love with AI empties my wallet Open Pineapple 
Finance

Su Qi 2023

21 Fighting ChatGPT, our body is our only weapon People Lv Beika; Lin Qiuming 2023
22 After ChatGPT became popular, whose “job” was 

lost?
Sanlian Lifeweek Miao Qian 2023

23 100,000 employees trapped in data at ByteDance Times Finance 
App

Xu Xiaoqian 2023
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After evaluating each article on an individual basis, we reviewed our notes and ident-
ified recurring elements. We then reviewed each investigation once more with a particular 
sensitivity to those identified elements and to see if any new related phenomena of inter-
est emerged. For each round, the two researchers held meetings and collaborated closely 
to discuss their observations. This process was repeated until we reached saturation for 
the phenomena of interest within our sample.

Findings

Critiques of AI and Algorithmic Systems

RQ1 asked about the critiques that Chinese journalists offered of AI and algorithmic 
systems in their investigations. We found evidence of the application of critical journalism 
in nearly all of the articles. These included examinations of the social implications of those 
objects, such as the dominance of mechanical logic, the objectification of everyday life, 
and the reduction of human agency. These, in turn, promoted an algorithmic imaginary 
that cast algorithms and AI as objects of discipline, structuring peoples’ lives in predomi-
nantly dystopian ways.

Dominance of Mechanical Logic
Algorithms were depicted as possessing autonomous agency and therefore capable of 
“invading” people’s lives, “taking control” of workflows, and even “ruling” over certain 
domains. These portrayals raised concerns about the potential domination of humans 
by seemingly rational machines and in turn emphasized a desire to return to humanism. 
For example, in Articles #2 and #9 (see Table 1), algorithms were equated with the practice 
of quantification and the ideal of unadulterated rationality within the context of a quin-
tessential human activity: romance.

Objectification of Everyday Life
The articles painted a broad picture of how the widespread implementation of algorithms 
had led to the objectification of everyday life. For example, Article #13 sought to illustrate 
how people were reduced to demographic and behavioral data to be encoded into 
labeled features and fed into opaque black box models, creating a world where decisions 
and outcomes were driven by incomprehensible processes designed to govern data 
points. Similarly, Article #14 highlighted how influencers were being victimized by algo-
rithmic logics, risking their personal well-being to produce content they believed rec-
ommendation algorithms would reward.

Reduction of Human Agency
A third recurring theme was that of human agency being reduced. This manifested itself 
most clearly in the terminology that was used in the articles. For example, in Article #3, the 
journalist noted that the metaphor of workers “being trapped in systems” in a prior story 
resonated deeply with many readers and accurately captured the experience of living 
within modern, algorithmically driven systems that prioritize efficiency at the cost of 
agency.

8 X. JI ET AL.



These articles collectively reflected and reconstructed an algorithmic imaginary that 
cast algorithms and AI as objects of discipline, which is evocative of dystopian depictions 
of futuristic—and now contemporary—life in many novels and films. In this context, the 
concept of discipline carries a dual meaning: humans are increasingly subjected to the 
discipline imposed by algorithms, and in response to this looming threat, novel 
approaches must be devised to discipline the algorithms. AI was depicted as exerting 
influence over humans both in overt ways, such as enforcing progress towards perform-
ance goals, as well as subtler ways, like engaging in opaque matchmaking processes. The 
notion of mechanical objectivity was not presented through the lens of fairness but rather 
as dehumanizing actions. More broadly, the investigations promoted the construction of 
algorithms that warrant resistance or, at the very least, necessitate strong and benevolent 
guardians to ensure proper governance.

Applications of Algorithmic Accountability Reporting

RQ2 asked about the techniques associated with algorithmic accountability reporting that 
were featured in the investigations. We found a highly limited application of the technical 
techniques that have been proposed as being more unique to algorithmic accountability 
reporting, though there was ample evidence of the use of traditional reporting 
techniques.

Limited Applications of Technical Methods
The investigations indicated that Chinese journalists who are interested in AI and 
algorithmic systems, including those who employ investigative methods, may possess 
relatively limited technical know-how or capacity to either audit computer code or 
reverse-engineer algorithmic systems. Notably, the majority of the reporters appeared 
to have backgrounds in social or business reporting—there was no evidence of technical 
backgrounds. The lone clear attempt to “audit the algorithm” appeared in a story wherein 
the journalist used taxi-hailing apps on different mobile phones to assess whether the 
phone’s operating system was factored into the pricing for a ride. While that reverse- 
engineering approach was no doubt rudimentary, it nevertheless was a clear attempt 
to systematically evaluate the potentially discriminatory behaviors of algorithmic 
decision-making. 

The reporter used a number of mobile phones with different prices to conduct multiple tests. 
It was found that using the Didi Taxi app to call an express car at the same place and at the 
same time, the waiting time is less for iPhone users than for Android users. In the test, the 
reporter also found many times that the estimated price shown for iPhone users is more 
expensive than for Android mobile phone users. Although the price difference was often 
within 0.5 RMB, this problem occurred 5 times in the 12 tests. (Article #10)

Extensive Use of Traditional Reporting Methods
Nearly all of the articles examined utilized traditional reporting methods, such as field 
research, interviews with the subjects of the journalistic investigations, expert accounts, 
and quoting publicly available documents. The use of quantitative data was also 
evident in several of the stories. Such methods were sufficient for tackling a range of 
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story types associated with algorithmic accountability reporting, including discrimination 
and unfairness, inaccurate predictions and classifications, violations of laws and social 
norms, and human misuse of algorithms. However, while they shed light on those 
topics, they arguably did not permit—or, at minimum, did not result in—detailed exam-
inations of how those algorithms functioned or low-level explanations of how they 
exerted their power over users and citizens. For example, one journalist published a meth-
odological supplement to their article explaining that her first instinct was to investigate 
the system by interviewing the people immersed in it, which is a traditional interviewee- 
centered method commonly seen in investigative journalism. 

During that time, I went to the streets and ran up to chat with delivery riders whenever I saw 
them sitting on the side of the road resting. In fact, the efficiency was very low and the 
success rate was not high. They always wondered if I tried to investigate them on behalf 
of the platforms; or they went for an order in the middle of the conversation. Even if I left 
my contact information, it was still hard to maintain a deep communication. Occasionally, I 
met a few people who were willing to talk, which was lucky. I decided to change my mind 
and look for riders online. (Methodological supplement to Article #3)

Notably, the journalists appeared to rely mostly on the insights of subject experts, and 
rarely included information attributed to software developers or system engineers. 
While those experts may have possessed stronger technical skills than the journalists, 
they also lacked access or the ability to peek into the “black boxes” that characterize 
the majority of highly prevalent algorithms. In other words, while the collaboration 
between journalists, experts, and social groups plays a pivotal role in enabling investiga-
tive algorithmic reporting in China, such collaboration is likely to prove insufficient to truly 
elucidate the algorithmic subjects of the reporting. The above journalist encapsulated this 
well in their methodological supplement to that same article notes: 

To gain a deeper understanding of the “system,” after reading and studying several papers 
by these two scholars, we contacted Dr. Ping Sun, one of the first scholars in China to 
conduct research on delivery riders and the algorithms behind them. … There are also 
regrets. During the interview process, we contacted the engineers on the algorithmic tech-
nology team of Meituan and Ele.me, but most of them refused the interview requests using 
the excuse of “company confidentiality.” For this part, we had to do our best to search for 
and go through the relevant public documents and interviews to restore and elaborate on 
the basic principles of the systems. (Methodological supplement to Article #3)

Manifestation of Journalistic Role Performances

RQ3 asked about the journalistic role performances that were emphasized in the inves-
tigations. While there were performances of all six of the roles identified by Mellado 
(2015), three of them were more prominent: service, watchdog, and loyal-facilitator. 
These roles sometimes manifested alongside one another, with the loyal-facilitator 
role taking on a fairly unique tint amid clear performances of the service and watchdog 
roles.

The Service Role
The investigative pieces analyzed adopted a mix of an audience-centered approach by 
catering to individual users’ needs while also fostering civic discussions. Some of the 
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articles focused on how individual users resisted algorithmic control in their daily lives and 
offered practical tips on how to identify algorithmic harms and evade harmful algorithms. 
The journalists repeatedly chronicled personal experiences and relatable situations that 
raised awareness of the proliferation of algorithms and how they manifest in specific 
aspects of audiences’ everyday lives. In doing so, they raised clear concerns pertaining 
to data privacy and algorithmic manipulation. For example, Articles #5 and #12 illustrated 
stories of young users who consciously disconnected from algorithmically driven systems 
and were able to resist some forms of algorithmic harm by engaging in alternative 
practices. 

These young people know that in today’s society, it is impossible to completely separate from 
algorithms; they can only try to ‘fight the algorithm’ in their own way … Some people use 
methods such as ‘not logging in, not liking, not following, not commenting’ to minimize 
their online traces; others employ multiple cell phones and numbers to escape potentially 
addictive online environments; some even create different accounts for different scenarios. 
(Article #5)

The Watchdog Role
The news stories examined a range of topics, such as the amplification of existing biases, 
price discrimination, surveillance, and labor control. To differing extents, they exposed 
underlying power structures that supported and were enabled by algorithmic systems 
and used an active (interventionist) voice to call for civic attention and collective 
actions against inequalities. Within these stories, journalists also gave voice to ordinary 
citizens, especially members of social groups that were adversely affected by particular 
algorithms, and brokered a discussion about their predicaments and the potential 
changes that were necessary to address harms. These reports emphasized that algorith-
mic issues are not merely personal matters but are of public concern and are, in turn, 
influenced by broader power dynamics. 

Half Moon Talk’s reporter has uncovered concerning issues in the online car-hailing industry. 
Behind the chaotic billing practices are the complex regulations and platform’s “algorithmic 
harvesting” of unsuspecting consumers.

Tang Jiansheng, deputy secretary-general of the Shanghai Municipal Consumer Protection 
Committee, highlighted the alarming trend of “exploiting loyal customers” using big data.  
… “Product matching and price discrimination based on these discriminatory algorithms rep-
resent an abuse of algorithmic power by the platforms and a direct violation of consumers’ 
right to fair trading,” said Tang. (Article #10)

Some reports even succeeded in promoting civic action, subjecting big technology 
companies to public scrutiny, and compelling them to make changes. For example, 
Article #3 drew public attention to the precarious working conditions of delivery 
workers and resulted in tangible changes. The investigation began by examining car 
accidents involving food delivery workers and traced the issues back to algorithmic 
systems that gamified and accelerated labor processes. This sparked public outrage 
over the exploitation of food delivery workers by platforms, triggering heated 
discussions about digital labor and the gig economy. In response, two major food 
delivery platforms pledged to adjust their systems to create safer working conditions 
(Sun 2020).
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The Loyal-Facilitator Role
The news reports we analyzed also clearly illustrated how the watchdog role must some-
times co-exist with the loyal-facilitator role, highlighting the complexities of critical jour-
nalistic performances within a tightly regulated media system. Not only did the reports 
focus on the implications of algorithms and AI applications within the private sector— 
there was barely any examination of applications within the public sector—they also 
tended to cast actors associated with the state as the very protectors from those mis-
guided, if not oppressive, applications. In other words, journalists performed the watch-
dog role when it came to tech giants and private enterprises but also served as a loyal 
facilitator for the state. For example, some articles presented policy developments as 
powerful solutions for regulating the problematic algorithms found in the private 
sector and evaded equivalent examinations of how those national policies were formu-
lated and their potentially detrimental consequences. 

In a significant step toward curbing the negative effects of recommendation algorithms, 
actions have been taken to address the issue. On March 1, 2022, the “Internet Information 
Service Algorithm Recommendation Management Regulations” were officially implemented. 
This pioneering move, jointly issued by the Ministry of Industry and Information Technology, 
the Cyberspace Administration of China, and other concerned departments, has set a global 
precedent for algorithm regulation.

Subsequently, as of March 28, various popular apps … have responded by introducing 
buttons to stop personalized content and advertising recommendations. This means users 
now have the choice to take control and say goodbye to the fear of being excessively 
influenced by algorithms. (Article #13)

Discussion and Conclusion

Our analysis led to three main findings. First, the investigations depicted AI and algorith-
mic systems in highly critical ways, demonstrating Chinese journalists’ willingness to 
engage in critical journalism—but only when it involved critiques of non-state actors 
(e.g., private platform companies). Second, the journalists relied on traditional reporting 
methods to cover topics associated with algorithmic accountability reporting but did 
not use its more technical techniques. Third, the selective performances of the service 
and watchdog roles allowed for the simultaneous performance of the loyal-facilitator 
role, namely by casting the state as the benevolent authority that could control and 
prevent harms through effective governance.

Critical Reporting on AI and a Market-Driven Dystopia

In contrast to the US (Cools, Van Gorp, and Opgenhaffen 2022), where an increasingly 
utopian picture of AI has been painted in relation to work and health, Chinese journalists’ 
depiction of Chinese AI is noticeably more dystopian—at least in instances where the 
application of AI and algorithmic systems is being driven by private companies. Addition-
ally, both German and Chinese journalists have tended to endorse their states’ positive 
depictions of the development of AI and its potential (Köstler and Ossewaarde 2022). 
However, unlike their German counterparts, Chinese journalists did not challenge the 
state’s role in and contribution to established power structures or question the national 
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AI policies championed by state actors. Nevertheless, Chinese journalists are engaging in 
critically examining the social implications of AI and exposing some of its “dark sides,” 
which contributes to a crucial and much-needed counter-public sphere that aims to 
influence China’s vision for AI and the strategies it pursues (Zeng, Chan, and Schäfer 
2022). In other words, Chinese journalists are contributing to the construction of an algo-
rithmic imaginary (Bucher 2017) that is potentially troublesome—especially if left at the 
hands of purely market forces—and therefore demands thoughtful stewardship.

To some extent, the rapid development of AI in China and the centrality of AI to the 
state’s vision of it as a strategic asset has necessitated the enactment of critical journalism. 
While Chinese journalists remain subject to the intensifying political power of the state 
(Tong 2019), they are still finding opportunities to be critical and hold power accountable 
through their underscoring of concrete examples demonstrating how AI and algorithmic 
systems can objectify human life and reduce human agency. Though it might be prema-
ture to say that the case of AI provides an important pathway for the rebirth of critical 
journalism in China (see Svensson 2017), our study shows that at least some Chinese jour-
nalists are still finding space to engage in critical journalism.

Holding Algorithms Accountable and China’s Platform Beat

Scholars like Diakopoulos (2019) have highlighted the value of using technical reporting 
methods like code audits and reverse engineering to examine algorithms that are, at least 
materially, technical objects. The very limited use of such methods here is no doubt con-
cerning as it raises questions about the technical competency of the journalistic actors 
whose work on AI was highly visible on social hubs like WeChat. The lack of such compe-
tency surely makes it easier to promote a depiction of AI that is less rooted in reality, and 
certainly does not permit the opening of algorithmic “black boxes” (see Diakopoulos 
2019).

However, there is also value to the journalists’ choice to eschew an analysis of the tech-
nology in favor of its social implications and the political economy of the environment 
that algorithmic systems in China operate within. First, such analyses are exhibitions of 
algorithmic accountability reporting despite their reliance on traditional methods 
because they focus on issues pertaining to algorithmic unfairness, inaccurate classifi-
cations, and the violation of social norms (Diakopoulos 2019). Second, by focusing on 
the broader system that involves different kinds of stakeholders, elucidates procedural lin-
kages, and highlights actual harms being experienced (and the ways they evade them), 
these investigations may be more effective in holding power accountable and promoting 
prosocial change that avoids techno-solutionism (Veale, Matus, and Gorwa 2023). Our 
analysis shows that Chinese journalists’ reporting of big tech often gives voices to the 
“common people” and flesh-and-blood characters, which contrasts against the corporate, 
political, and regulator sources that Schwinges et al. (2023) identified in coverage by news 
media from the Global North. Giving voice to individuals who are being directly impacted 
by the technologies, such as delivery drivers, the reporting advances audience-centered 
role performances not often associated with Chinese journalism.

Of particular note is the extent to which, in the case of AI in China, the “algorithms 
beat” that Diakopoulos (2019, 208) writes about intersects with the “platform beat” 
that Napoli (2021, 378) has identified. While the two are conceptually similar, they were 
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effectively interchangeable in the investigations we analyzed. In other words, algorithmic 
accountability became an element of platform accountability in the investigations. This is 
important because it sets a too-narrow target for who is to be governed—private plat-
form companies—by regulations that aim to correct misbehavior, all the while failing 
to shed light on the many other sites of activity and decision-making that are structured 
or impacted by AI (see Ouyang and Jiao 2021; Ruckenstein and Schüll 2017; Shi 2022).

The Coexistence of the Watchdog and Loyal-Facilitator Roles

The performance of the watchdog role is most often associated with liberal democracies 
and in particular countries in the Global North (Humanes et al. 2021; Mellado et al. 2017). 
However, as other scholars have pointed out (e.g., Hu 2023; Ren and Dan 2022; Tong 
2019), Chinese journalists can also perform this role when covering emerging topics 
and are sometimes given license to scrutinize some institutional actors. AI presents one 
such case, with Chinese journalists adopting an active voice in calling out failures on 
the part of private enterprise. In this way, our findings show that they can at the very 
least engage in partial performances of the watchdog role.

At the same time, it was rather clear that the watchdog did not have eyes for govern-
ment actors, which is crucial to the idealized performance of that role (Mellado 2015; 
Mellado, Hellmueller, and Donsbach 2017). This is surely due in no small part to long-stand-
ing restrictions imposed by the Chinese Communist Party on journalistic activity that are 
entirely independent from particular topics (Hu 2023; Svensson 2017). However, the case 
of AI does present a particular wrinkle to the performance of that role, and critical journal-
ism more broadly. Under the Chinese State Council’s (2017) media guidelines, journalists 
are instructed to “publicize the new progress and effectiveness of AI, so that the healthy 
development of AI becomes the consensus of the whole society in order to mobilize the 
whole society to participate in supporting the development of AI.” In order to survive pro-
fessionally—and arguably to ensure their personal freedom—Chinese journalists must 
perform the loyal-facilitator role. While that performance may involve some genuinely 
voluntary acts tied to a journalistic value system that promotes nation-building and 
social stability (see Mellado 2015), they also surely include a significant measure of coercion 
driven by the positioning of AI as a key national interest.

The consequence of this manifestation of coexistence is that Chinese journalists’ ability 
to establish chains of accountability for algorithmic systems is severely constrained to the 
point of being unable to adequately challenge the foundations of China’s increasingly 
algorithmic society. Some prosocial change has no doubt resulted from investigations 
of the harm caused by platform companies’ implementation of particular algorithmic 
systems, even in our qualitative sample (Sun 2020). Moreover, it can be argued that 
drawing attention to such failings on the part of private enterprise or the technical 
limits of a strategic asset (AI) provides an avenue for implicitly critiquing the state. 
However, the fact that the state’s own instrumentalization of the technology—arguably, 
the most structuring application of AI in citizens’ lives—is not featured in the coverage 
cannot be ignored. And, when problems and the most dystopian depictions of algorith-
mic systems, state officials were cast as knowledgeable protectors ready to refine a still- 
worthy strategic objective through careful governance. In this way, the investigative 
reporting we examined actually helps pave the way for increasing the Chinese state’s 
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legitimacy in determining the future of AI governance and reining in the power of private 
platform companies.

More broadly, we see in the case of AI in China important elements of Jasanoff and col-
leagues’ (Jasanoff 2015; Jasanoff and Kim 2009) observations about the intersection of 
sociotechnical imaginaries and state objectives. Our findings point to the ways in 
which imaginaries also reflect and advance state objectives, with repeated references 
to the power of these technologies and the “pioneering” Chinese policies needed to 
govern them. This matters because imaginaries are not just cognitive and emotional fra-
meworks that apply to individuals (Bucher 2017; Schellewald 2022). They are also 
resources that can be mobilized to advance policy goals pertaining to strategic interests 
(Bareis and Katzenbach 2022; Jasanoff and Kim 2009), like having China be at the forefront 
of “the AI revolution.”

In light of this, we argue that the theorizing of journalistic role performance in author-
itarian contexts would benefit from more intricate conceptualizations of power relations, 
especially when they involve the case of a strategic objective—as with AI in China—by 
incorporating insight from fields like Science and Technology Studies. Such theorizing 
might draw from either qualitative or quantitative examinations that elucidate how 
and the extent to which journalists are able to subvert restrictions on their performances, 
and perform multiple roles simultaneously or on a conditional basis. This would permit 
more fine-grained and instructive accounts of journalistic role performances outside of 
the Global North. Such work could also pair analyses of content with interviews or 
focus groups to examine journalistic role narrations and, namely, how journalists think 
about the opportunities and obstacles to performing certain roles when covering particu-
lar objects that are salient in both state and market spheres (e.g., AI and algorithmic 
systems).

This study has a few important limitations that merit noting and that can be taken into 
account with future work. First, the absence of a well-documented news database and the 
opaque digital infrastructure of news dissemination in China made it difficult to collect 
and sample the data in a systematic way. Our dataset is therefore far from exhaustive, 
especially if the goal is to offer generalizable findings across multiple media, and it did 
not include content produced by Chinese state media. Second, our study also offers a 
snapshot overview of the algorithmic accountability reporting in recent years at the 
point of data collection but does not evaluate the evolution of journalistic role perform-
ances over time. While our study includes a few articles from 2019 and 2020, it is intended 
to only highlight the coverage that was highly visible on WeChat at the time of our data 
collection. Finally, we have limited our study to China and did not explore other author-
itarian contexts that present either similar or distinct sociopolitical considerations (or pol-
itical priorities). Theoretical development in this area would thus benefit from case studies 
of other authoritarian contexts to refine our understanding of the complex journalistic 
role performances being conditioned by the evolving societal and political contexts in 
such places.
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